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This chapter describes other areas than LHCb where databases are used to configure experiments. The first section is devoted to configuring telescopes. There are some common needs which can be modeled with the CIC DB. The second section presents another HEP experiment, ATLAS in which an Oracle relational database has been used to configure the Muon detector. We show that the CIC DB design and implementation could have been applied in this context. 

11.1 Configuring telescopes 

Large telescopes such the ones used in the VLT (Very Large Telescope) [1] or ALMA [2] (Atacama Large Millimeter Array) project need to be configured.

In both projects, they have implemented their own DBMS to configure their equipment. The next subsections aim at giving the outlines of their software architecture.

11.1.1 VLT project
The VLT is composed of an array of four identical main telescopes. Each of them has a mirror of 8 m diameter. They can be used independently or as a single instrument. The first telescope has been installed in 1996. The control software for the VLT is a distributed system of 120-150 coordinating workstations and microprocessors based on VME systems (Local Control Units, LCUs). The LCUs control the mechanical, electrical and optical components of the VLT in real time. The synchronization of the computing units is either based on hardware (faster as it does not go through all the OSI layers) or on software (via LANs).

The VLT architecture includes an online database which provides real-time data capabilities. This database is a home-made product. The main reason is at that time, the performance of writing into a database was too low. So this database can be viewed as a set of files.

Each LCU loads the information it needs to configure and control its equipment from a central database. Each local database has a hierarchical structure which reflects the physical objects that constitute the telescope system (instruments, telescope control, components …). It also describes how these components are logically contained, in term of “part-of”. So the On-Line database contains information about component configuration and also how components are nested (hierarchical relationship). There is no information related to the connectivity as in their case, the connectivity is trivial. Also for this project, they did not plan to store history information about components.

The database implementation is based on Object Oriented terminology. They have a lot of classes such as motors, encoders as shown in Figure 97. Each class has many instances.

They have implemented tools to interact with the database. Templates are widely used to describe the different modules. They have introduced a simple description language for the database structure to handle the definition of instances, to define a new class, to take proper default values if missing.

A telescope description comprises 6400 instances, i.e. 6400 entries in the database.
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Figure 97. Example of relations between classes.
11.1.2 ALMA project

The ALMA telescope consists of 64 12m diameter antennas which operate in the millimeter and sub millimeter wavelength.

They have developed a framework called ACS (ALMA Computing Software) based on CORBA. This framework has been embedded in languages such as JAVA and Python. The objective of this framework is to provide a set of tools to build and monitor the system. 

ALMA is composed of a complex collection of hardware and software. They need to maintain information about the current configuration in use, the previous configuration to allow reverting back in case of problems and the next planned configuration (which is in development). 

The telescope configuration changes with time, for instance if a device fails or if an antenna or weather station is taken offline. According to the cause of change, it can imply a change in the hardware or/and software configuration. 

The detailed telescope configuration is tracked in the telescope configuration database. This database is integrated in the control system. At start up, the control system uses the Telescope configuration database to know what devices should be online.

When an antenna is placed online, it has to declare itself by giving the serial numbers of its parts.

This information is then compared with the content of the Telescope Configuration database. If there is mismatch of the information, the database can be updated by inserting this new information automatically or it can cause an error in the initialization of the antenna.

So the Telescope Configuration database corresponds to a snapshot of the telescope at a given time, in fact it changes whenever there is change in the telescope configuration.

Unlike the previous project, history information is stored since a device failure causes a change in the configuration.

They use an Oracle relational database to store the information and Java database functions to query information. They also use XML packages provided by Oracle (XPath and XQuery) to describe their devices and their software. Figure 98 [3] shows in detail how the database schema looks like. There are 3 main concepts,

· hardware devices (in light yellow) which are identified by a serial number. Properties with their values are also described here;

· configuration information which describes the previous, the current, and the next configuration used and to be used, and also all the devices which are part of this configuration (represented in green);

· software configuration represented in blue.

[image: image2.jpg]Hardware devices - by type and instance

Specifies a complete run-time configuration tha
contains past. current and future instances.

Named Configuration

Datahase supporss multiple configurations:
ATE, PSIL or simulasion-1. simulation

Device Meta-Model

Configuration Instance

= Definition ofa device
* Defines LRUs, monitor points,
control points, and archived

= Level 0 concept
* Configuration fora range of time -
past,present, o future

model, with ane or more nheritance.
layers

Component hierarchy - structural Information

properies * Represnted by an XML doc ¢
T :
Device Type Root Component
= Specifcation ofthe devce meta- “Level Tconcept

* A companent that s the root of a
component hicrarchy, such as an

document

~Dlins aype of device,complte | [FB0E8 o o  collction oot
wilh et archiv properie, Componeni.sch s amaray
* Reprsentd by n XML schers | [N ~Represnied by an XL
wd Document
7 7
Device Instance Component Hicrarchy
 Reprats i ESRHAtoR oF PEvE—
e ciction- mayonly |21 | = Xty Hinhicalsrcture of |  Component
need to specify a serial number W‘;‘ ::“." oS el
b e i ey
* Reprced by an XML P

with binary attachmen's rime

* derived from event logs

Time

[ B p—— i, ConsinCompone
Monitor Database Software Event Database Software Log Database

P PSR R

R e e o e

* represented as XML document L containers.

* derived from ACS1ogs Time

Variesstowly with time - hours,days, weeks

Varies rapidly with time -
iRl oot




Figure 98. ALMA control system architecture.

On the top of the red dashed line, elements vary slowly with time (hours, days, weeks). On the bottom of the red dashed line, elements vary rapidly with time (minutes, seconds).

Red arrows represent the interactions between the three concepts. The Named Configuration (in dark yellow) consists of hardware devices, configuration and software information.

The red arrows on the bottom specify which parameters are required by the three databases whose data varies quickly with time.

11.1.3 Use of the CIC DB in the VLT or ALMA project

Using documents on the VLT and ALMA projects and discussions with a person involved in these two projects, part of the CIC DB can be implemented in the ALMA project (the VLT project is old). The connectivity information in this context is not needed as there is only one system with few links. The configuration and history design can be applied in their context with some changes. They do not have the concept of hardware/functional duality as they only use serial numbers to identify the equipment. So the configuration is related to the hardware identifier and not to the functional device. History information (in ALMA project) consists of only tracking hardware information.

To make it compatible with the schema of the CIC DB, the functional device can be set equal to the hardware serial number.

11.2 Application of the model to the thin Gas Chamber of ATLAS

11.2.1 Description of the problem

The ATLAS muon group has developed the Thin Gas Chambers database [4]. Thin gas chambers (TGCs) are used by the muon trigger system in the forward region of the ATLAS experiment. They have designed a relational database based on Oracle Technology to configure their system.

The database will contain configuration parameters of equipment as in the CIC DB. It will also describe the structure of the system in terms of hierarchies. Using the information stored in this database, it should be possible to retrieve from which chamber, a given electronic module gets its signal and to which trigger coincidences it contributes. In their case, they have several different hierarchies (DAQ, Trigger, etc.). In parallel, they want to navigate from one hierarchy to another one.
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Figure 99. Structure of the thin gas chambers.
Their table design is different from the CIC DB table schema. I would like to show that the schema of the CIC DB can also be applied in the context of the ATLAS thin gas chambers.

11.2.2 ATLAS database design

Figure 100 shows how ATLAS thin gas chamber database has been designed.

· DEVICE table contains the general detector elements such as ASIC, CHAMBER. Each of them is uniquely identified by oid. 
· ARGUMENT stores parameters related to the previous elements via ARGUMENT.oid. ARGUMENT.dev_id is a foreign key to DEVICE.oid. The value of this parameter is not stored in this table. This table defines the structure of a DEVICE.

· PRODUCT contains instances of elements in DEVICE table, uniquely identified by PRODUCT.oid. PRODUCT.devid is a foreign key to DEVICE.oid.

· CONFDB contains the values of a particular configuration identified by CONFDB.conf_id. CONFDB.oid is a foreign key to ARGUMENT.oid and CONFDB.prod_id is a foreign key PRODUCT.oid
· CONFIGURATION contains all the generic information of a configuration such as name, date of creation, etc.

· HIERARCHY contains the link between devices. There is also a field called hierarchy which corresponds to the type of the hierarchy. It is not represented in Figure 100. With this table, they also model connectivity between devices and not only hierarchy.
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Figure 100. Design of ATLAS database.
11.2.3 Use of the CIC DB in ATLAS Muon Chamber database.

The CIC DB table design is slightly different, especially regarding recipes. In the table schema for the recipes presented in Chapter 5, there is nothing similar to the ARGUMENT table, i.e. there is no table which contains the structure of a device type. They just save the attributes with its values part of the recipe. The Table 1 shows the mapping between the ATLAS Muon Gas Chamber database schema and the CIC DB schema. So for instance, the information in the ARGUMENT table can be retrieved using RECIPE_DATA(id, propname, propid). 
Moreover in JCOP design, a recipe is linked to a HIERARCHY which is not the case in the ATLAS table design.

Regarding the HIERARCHY table in ATLAS design, the CONNECTIVITY table can store links between devices. In my case, the granularity is even deeper as I store it at the port level. So in their case, they just create one port per device. They can put the hierarchy type in the link type or even in the system_name.

Also for hierarchy data, they can store it in the HIERARCHY table part of JCOP or also in CONNECTIVITY table as follows. They create if needed a port for the connectivity and as many as needed for the hierarchy. In the first case, they set port_type to “connectivity” and in the second case they set port_type to “hierarchy”.

However it is important to note that LHCb table design can be applied to the ATLAS database design but the opposite is not true as they do not have a port concept.
	Table in ATLAS Design
	Tables in the CIC DB

	DEVICE
	FUNCTIONAL_DEVICE_TYPES

	CONFDB
	RECIPE_DATA(propid, propvalue)

	ARGUMENT
	RECIPE_DATA(id, propname, propid)

	PRODUCT
	FUNCTIONAL_DEVICES

	HIERARCHY
	ITEMS, HIERARCHIES / CONNECTIVITY

	CONFIGURATION
	RECIPES, RECIPE_TAGS


Table 1. Applying the CIC DB schema to the ATLAS Thin gas chamber.
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