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Abstract (resume)
This describes the area of research, the context, the approach and/or techniques used, and a summary of the main findings. The conclusion explains the importance of the findings. 

General introduction (context, describe the problem and present the thesis plan)
1) Chapter 1 Introduction to HEP experiments
a. Introduction 
i. Purpose (What is a HEP experiment?)
ii. Large systems (What is a HEP detector? What is an event?)
iii. Online versus Offline (How is the software of a HEP experiment organized?)
b. Online (What are the components of the online system?)
i. Trigger (What is a Trigger and why is it necessary?)
ii. DAQ (What is the DAQ; what are its components)
iii. TFC (What is the TFC and why do we need one?)
iv. Control system (What is a control system?)
c. Offline (What are the components of the offline system?)
d. Running scenarios (How will the data be taken?)
i. Operating the detector (What are the tasks of the shift crew? What is a run? What happens at startup? What happens during a run? Where does the data go?)
ii. Activities (What are the modes in which the detector can be operated? Calibration, velo in/out, alignment, physics)
iii. Detector partitions (What are the parts of the detector that should be independently operatable? Why are they independently operatable?)
e. Equipment management

i. Longevity (How long is the expected lifetime of a HEP experiment? Why?)
ii. Inventory and history

2) Chapter 2 LHCb experiment 

a. LHCb overview

i. Physics objectives

ii. Overview of the experiment architecture (what are the subsystems that define LHCb?)
b. Trigger 
i. Principles (What’s special about the LHCb trigger? Data reduction rates)

ii. Design (L0, HLT, hardware tell1 boards, software, event filter farm)
c. DAQ 

i. Architecture (How does the data flow from the detector to storage?)
ii. Electronics (What electronics are part of the DAQ?)
iii. Networking issues (What networks exist in LHCb?)
iv. Farms (HLT, monitoring, calibration)
v. Storage 
d. TFC (What’s the purpose of the TFC, how does the LHCb TFC system achieve its goals?)
i. Architecture

ii. Interaction with the DAQ

e. ECS (Experiment Control System) (What’s the purpose of the LHCb controls system, how does it achieve its goals?)
i. Architecture (integrated control system for the operation of the entire detector)
1. PVSS (system used for LHCb control)
2. FSM (how is the experimental hardware mapped onto device units in the ECS architecture; how is the state of hardware mapped onto software states; how are operational commands transmitted down the hierarchy and states sent back).
ii. Configuration database (Settable data)
iii. Conditions database (Non-event data required for offline analysis)
f. Novelties in the design 
i. Equipment 

ii. SCADA system

iii. Requirements (performance + amount of data+connectivity+history+navigability+consistency)
iv. Use of databases (refer to aleph, delphi)
g. Objectives of the thesis

i. Connectivity + validation with TFC

ii. Connectivity + validation with DAQ (DHCP)
iii. Connectivity + validation (CALO)

iv. Connectivity + validation via API (Muons + CDBVIS, FwComponent)

v. History + simulated validation

vi. Remarks about completeness, consistency, performance, integration with JCOP

3) Chapter 3 Introduction to databases

a. DBMS

i. Definition
ii. DBMS characteristics
iii. Types of DBMS
iv. ACID model

b. Different database schema 

i. Object

ii. Relational
c. The ERM model

i. Mathematical background

ii. Entity

iii. Attributes

iv. Relationships

v. Constraints

vi. Keys

vii. Diagrams
d. Performance issues

i. Indexes

ii. Partitioning 

iii. RAC (Oracle specific)

e. Configuration databases in other large experiments

i. Configuring Telescopes

ii. ITER project

4) Chapter 4 Requirements and Use cases

a. Requirements

i. Completeness and consistency

ii. Performance

iii. Scalability

iv. Generic schema
b. Methodology

i. Use cases

ii. Identifying the users of the CIC DB

iii. Building the table schema 

c. Use case 1 : Configuration of electronics

i. New and different types of electronics

ii. A huge amount of modules to be configured together

iii. Save and load configurations of a set of devices
iv. Integration with PVSS

d. Use case 2 : Connectivity issues
i. Overview of the network part of the DAQ

ii. Network definitions

iii. Network configuration 

iv. Handling partitioning for the TFC
v. Connectivity between the modules of subsystems for testing and for calibration algorithms
vi. Testing links and Connectivity of a board
vii. Navigability

e. Use case 3 : Inventory and history

i. Why?
ii. Device status

iii. Inventory

iv. Queries against CIC DB

f. Conclusions

5) Chapter 5 Database schema

a. Introduction

i. Why the ERM?

ii. Methodology

iii. Conventions

b. Configuration modeling

i. issues

ii. Entities 

iii. Relationships

iv. Representation with tables

c. Inventory and history design

i. Duality between hardware and functional devices

ii. Board components 

iii. Entity & Relationship

iv. Table design

d. Connectivity design

i. Introduction

ii. Boot image : entity & relationship

iii. Partitioning representation

iv. Subsystem representation

1. Intuitive model

2. Use of prime numbers

3. Performance comparisons

4. Link type model

v. Entity & Relationship

vi. Board components

vii. Table schema

e. Conclusions

6) Chapter 6 Determining and representing paths with tables
a. Introduction

i. Problem

ii. Intermediate and host nodes

iii. Link and path weights

b. Algorithm to generate routing tables

i. Initialization

ii. Body

iii. Routing table

iv. PL/SQL package

c. Extensions : destination tables

i. Partitioning

1. Destination table

2. Algorithm principles

3. Example of the TFC switch

ii. DHCP config file

1. Methodology

2. Implementation

3. Excluding nodes
4. Including nodes

iii. Querying paths between 2 devices

d. Conclusions

7) Chapter 7 Validation of the algorithm 
a. Robustness to different topologies

i. Tree network

ii. Flower topology

b. Efficiency and performances
c. Generating and loading the routing table into a physical switch
d. Generation and loading the dhcp config file into a dhcp server

e. Handling partitioning 

8) Chapter 8 Integration in the LHCb software environment
a. JCOP confDB tool

i. Features

ii. Extensions

iii. Tests

b. A C-library to query against CIC DB
i. API

ii. Implementation overview

iii. Bindings

c. CDBVis a graphical visualizer

i. Features

ii. Implementation

d. General guidelines of the C-library implementation
i. Security

ii. Consistency

iii. Concurrency

e. Conclusions

9) Chapter 9 Validation 

a. Use of the C-library by the CALO sub-detector

b. Simulation of device history

c. Application of the model to the thin Gas Chamber of ATLAS

d. To ITER ?? 

10) Conclusions
a. Project status

b. Future work

11) Bibliography

12) Appendices

