Chapter 1 Overview of the LHCb experiment


Chapter 1 Overview of the LHCb XE "LHCb"  experiment XE "HEP" 
This chapter gives an introduction to the LHCb XE "LHCb"  experiment XE "HEP" . It is one of the four experiments at the LHC. It describes the purpose of the LHCb experiment, the different subdetectors, and the Online XE "Online"  and Offline systems. It puts the emphasis on the ECS architecture and shows how autonomics tools can help with the configuration of the experiment.
1. 1 Purpose of HEP XE "HEP"  experiments

HEP XE "HEP"  is the study of elementary particles (photons, electrons, quarks etc.) and the interactions (electric and magnetic forces unified with the weak and strong forces in the Standard Model, gravity) between them. In HEP experiments, nature is compared to theory in a reproducible and measurable way. A detector enables physicists to carry out their measurements, i.e. the experiment. HEP experiments try to answer to fundamental questions about nature:

· Where does the mass come from?

· Are particles elementary or can they be split into smaller components?

· What is the origin of the Universe?

HEP XE "HEP"  experiments use powerful machines, such as the LHC at CERN, to accelerate elementary particles. The particles traveling near the speed of light and in opposite way can collide and create other particles. Then according to the results of the interaction, physicists can analyze the properties of the colliding and the created particles, frequently very short lived and their interactions. 

HEP XE "HEP"  detectors register the collisions between these particles. For instance, the LHC replicates the conditions when the Universe was only a hundredth of a billionth of a second old. An event is a collision between particles. In most cases, the collision results just in the deviation of trajectories (elastic collision). 

HEP XE "HEP"  experiments involve many institutes from different places in the world which design and build pieces of the experiments (hardware and software). It is important to make sure that the integration is properly done.

1.2 The characteristics of the LHCb XE "LHCb"  experiment XE "HEP" 
The LHCb XE "LHCb"  detector is shown in Figure 1. LHCb is one of the four experiments at LHC. Two beams of protons will be accelerated to the highest energy (14 TeV) ever achieved in a laboratory to allow creation of new particles.
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Figure 1. Side view of the LHCb XE "LHCb"  detector.

1.2.1 Physics objectives

The laws of physics are founded on nature’s symmetries. Symmetry is an aspect of an object that remains unchanged when something is done to it. For example, a chair remains a chair even when it is rotated upside down. Many of the dynamical laws of physics are a direct consequence of underlying symmetries. For example, the law of conservation of energy turns out to be the consequence of time translation symmetry – the fact that if you do an experiment XE "HEP"  today, it will have the same result as yesterday.

There are three important discrete symmetries in nature: 

· Invariance under charge conjugation (C). This means changing the sign of the charge of a particle: in fact this symmetry changes a particle into its antiparticle.

· Invariance under parity (P). This means the sign of the coordinates are changed. The laws of physics are the same when we observe nature from a mirror.

· Invariance under time reversal (T)

It turns out that although some violations of these symmetries are found, the product of the three, CPT invariance is preserved. CP violation was first detected in 1962. Kaons XE "LHCb"  are more likely to decay in positrons (e+), on the left than in electrons (e-) on the right as illustrated in Figure 2.                                                                                                                                                                                                                                                                                                   
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Figure 2. Example of CP violation: Kaon decays.

The origin of CP violation is still one of the outstanding mysteries in particle physics. Although the standard model can account for the observed CP violation in the Kaon system the observed effects could also be accounted for by new physics. With the high energy of the LHC, the b-production cross section is very large, so that a great accumulation of b-events can be collected, allowing precision measuments of the relevant observables. Furthermore, a number of states not accessible to the b-factories, such as Bs and Bc can be studied. The Standard Model makes precise predictions for the amount of CP violation that should be observed in a large number of B meson decay modes. 

CP violation also plays an important role in cosmology. There is an apparent excess of matter over antimatter in the Universe and the amount of CP violation predicted by the Standard Model is not sufficient to explain this excess.

The B meson system is therefore an attractive place to search for CP violation and to search for a hint of new physics.

The LHCb XE "LHCb"  detector, unlike other LHC detectors, does not provide a full 4 ( coverage. This geometry was chosen because from computer simulations it is known that at high energies both the b and 
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(antiparticle) hadrons are produced in the same forward cone. (There is also a cone pointing backward but for reasons of cost, the detector only looks at the forward cone).  The detector is a single-arm spectrometer with a forward angular coverage or acceptance from 10 to 300mrad. It is 20m long and 10 m wide.

Similarly, the average decay length for B mesons can be calculated to be around 1.0 cm (see Figure 3). 
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Figure 3. A typical p-p collision producing 2 types of B mesons.

1.2.2 Subdetectors

The LHCb XE "LHCb"  detector is composed of several sub-detectors that each has a specific task. During a normal physics data taking run they will all be up and running; however during debugging runs they can be operated independently: 

· Vertex Locator (VELO XE "Detector" ) [1].  The purpose of the VELO is to determine the position of the collision and the secondary vertices that characterize the events that could display CP violation.

· Pile-Up System (PUS XE "Detector" ) [1] is located upstream the VELO. Its task is to identify and reject bunch crossings where many p-p collisions occurred at the same time. This is because analysing such as collisions is more difficult. It is not represented in Figure 1.

· The RICH XE "Detector"  (Ring Imaging Cherenkov) [2] sub-detector is divided into 2 parts, the RICH1 before the magnet and the RICH2 after the magnet. The RICH sub-detectors will allow charged pion/kaon separation.

· The Trackers consist of 3 stations (T1, T2 and T3) and a Trigger Tracker (TT). T1, T2 and T3 are located between the magnet and RICH2. The Trigger Tracker is between the RICH1 and the magnet.  The main objective of the tracking system is to provide precise measurements of momentum of charged particles. Each tracking station (T1, T2 and T3) has an Inner Tracker XE "Detector"  (IT) and an Outer Tracker (OT) [3]. The Inner Tracker and Trigger Tracker (TT) constitute the Silicon Tracker (ST) [4]. OT use aluminium frames and straw tubes.

· The Calorimeters [5] will permit identification of electrons, hadrons and photons. They will also provide energy and position measurement. There are 4 sub-detectors, PreShower (PS), Scintillator XE "Detector"  Pad Detector (SPD), ECAL (electron calorimeter) and HCAL (hadron calorimeter).

· The Muon [6] detector is composed of 5 stations. Muons appear in the final states of the decays. The objective of the Muon System is to allow muon identification which is required by the trigger.

1.2.3 Online XE "Online"  system

In addition to the sub-detectors and the front-end electronics, the entire system related to the operation of the detector is referred to as the “Online XE "Online"  System”. It is a large real time system, often with strong requirements on the response time. Globally, it can be viewed as consisting of four subsystems with respect to their tasks and requirements, TRIGGER, TFC, DAQ and ECS (see Figure 4).
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Figure 4. From the detector to tape.

1.2.3.1 The Trigger

At LHCb XE "LHCb" , there are two levels of trigger, the Level 0 (L0) trigger [7] and the High Level Trigger [8] (HLT).

For this thesis it is important to note that the timescale mentioned in the next two subsections is independent of the timescale on which the detector should be configured. The configuration may take seconds or even minutes.

1.2.3.1.1 The L0 Trigger

After a collision each sub-detector will measure specific parameters. The probability that two protons collide is low, roughly 30% of the bunch crossings
. The probability that the collision produces B mesons is even lower, about 1 out of 160 events.
The trigger reduces this rate to a manageable amount, both in terms of readout speed as well as in terms of the required storage space. 

The L0 trigger is implemented in the hardware and is based on the output of three subsystems, the Pile-Up, the calorimeters and the Muon system. It reduces the event rate from 40 MHZ down to 1 MHz. It will select the most interesting events containing B decays with a high transverse momentum and reject less interesting events or events with multiple (>2) vertices . The decision to keep or reject an event has to be taken within 4 microseconds. During that time, roughly equivalent to 160 bunch crossings, the L0 front electronics will store the events in a pipeline memory. 

1.2.3.1.2 The HLT 

The HLT (High Level Trigger) is based on software and run on the event filter farm. It reduces the event rate to a few kHz. 

The HLT Trigger algorithm running on farm PCs processes full events. A full event, i.e. the collection of all fragments of an event sent by the TELL1 XE "Electronics modules"  boards at the same time, is treated by one single farm node. Data come at 1MHz and is processed in the DAQ  XE "Online" farm composed of roughly 2000 PCs. The HLT algorithm must take at most 2ms per event. The HLT algorithms need to be configured to know where to send the event on the storage network.

1.2.3.2 The DAQ

1.2.3.2.1 Architecture
The DAQ  XE "Online" is responsible for sending the selected data to permanent storage. It uses a Gigabit Ethernet based on IP protocol. There are two separate networks (different switches, different links), the data and control. Each of them has their own equipment. The data network is used to carry the events’ data coming from the detector. The control network is used to configure and monitor the equipment.
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Figure 5. Overview of the DAQ  XE "Online" system which includes the control and data paths.

As shown in Figure 5, in the data network, the TELL1 XE "Electronics modules"  boards are sources and the farm nodes (in the Event Filtered Farm) are destinations. 

1.2.3.2.2 The TELL1 XE "Electronics modules"  boards

The TELL1 XE "Electronics modules"  boards (see Figure 6) receive data only if the L0 Trigger accepts the events. They clean and digitize the signals. They process and format the fragments of several events according to the MEP (Multi-Event Packet) protocol [9]. This protocol consists of regrouping several (N) fragments of events in one packet. N is called the packing factor and can be changed during a run. This value is sent by the readout supervisor to the TELL1 boards.  The MEP is integrated in IP packets as shown in Figure 7. TELL1 boards have 5 Gigabit interfaces (2 data interfaces and one control interface). 
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Figure 6. One TELL1 XE "Electronics modules"  board on the left and 6 TELL1 boards on the right.
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Figure 7. Overview of the MEP embedding.

1.2.3.2.3 The farms

There will be two types of farms (see Figure 5).

The event filter farm (EFF) runs HLT algorithms. Each farm node receives MEP packets so that full events can be reconstructed (the number of events built up will depend on the packing factor which is included in MEP packets).

The monitoring farm will allow subdetectors to run special analysis jobs to determine whether a subdetector XE "Detector"  is running correctly. A partial reconstruction will allow the monitoring of the physics data quality. These analysis tasks produce histograms that will be displayed by the control system. Part of the histograms will be produced using the events rejected by the EFF.

Sources and destinations are connected by switches and routers.

1.2.3.2.4 Permanent storage

If the event has been accepted by the HLT algorithm, it goes to the CERN mass storage system called CASTOR (which is hosted by CERN’s IT XE "Detector"  department) [10]. However the storage network in the pit is capable of storing between 5 and 10 days (depending on the amount of data which need to be written) of events in case of problems with the storage on Castor.

It is foreseen to store 1 PB of data per year.

1.2.3.3 The TFC XE "Online" 
1.2.3.3.1 Architecture
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Figure 8. Simplified schema of the TFC XE "Online"  connectivity.

The TFC XE "Online"  system will receive the LHC clock and send it to all the L0 electronics and TELL1 XE "Electronics modules"  boards for synchronization. It will also forward the L0 trigger decision to the L0 boards.

Referring to Figure 8, the TFC XE "Online"  system consists of several kinds of equipment.

The readout supervisors are the masters of the TFC XE "Online"  system. They fulfil different tasks:

· clock distribution from the LHC clock, 

· forwarding and processing the L0 decision to the L0 electronics, TELL1 XE "Electronics modules"  boards,

· destination assignment of the event, 

· buffer overflow control,

· auto generating test triggers (calibration, monitoring and debug),

· sending synchronous reset commands

· sending a fragment of an event (specific information about a run such as the run number, the event ID, and the orbit signal, etc.)

The registers of these devices must be configured. There are also FPGA codes to download.

The Fan-outs or passive switches split the signal. These switches cannot be configured.

The TFC XE "Online"  switch (in green) has 16 inputs and 16 outputs. Ports can be disabled or enabled. The TELL1 XE "Electronics modules"  boards of a given subsystem are connected via several fan-outs to one or two outputs of the TFC switch. None of the outputs can be connected to two different subsystems because the partition will be based on the connectivity of this switch. The internal connectivity of this switch must be configured. It is derived from the selected partition. It will be explained in more details in Chapter 2.

The throttle switches are in blue. They are responsible for sending a fast alarm to the readout supervisors in case of buffer overflow in the L0 or TELL1 XE "Electronics modules"  boards. The internal connectivity of this switch must also be configured. There is a correspondence between the internal connectivity of the throttle switch and the TFC XE "Online"  switch. Indeed the output port numbers used in the TFC switch must correspond to the input port numbers of the throttle switch. The input port numbers used in the TFC switch must correspond to the output ports of the Throttle switch. This concept is shown in Figure 9.
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Figure 9. Example of internal connectivity. Inputs of the TFC XE "Online"  switch are on the top whereas the inputs of the Throttle switch are on the bottom.

So thanks to this mapping, we can know which subsystem(s) have triggered an alarm.

1.2.3.3.2 Interaction between the TFC XE "Online"  and the DAQ
The TELL1 XE "Electronics modules"  boards need to specify the IP address of the destination farm node when building their MEP packets. They get this information from the readout supervisor who knows which farm nodes are free. Indeed when a farm node is free, it sends a request for events to the readout supervisor via the Force Ten router. Then based on the dynamic destination assignment algorithm [11], it selects one farm node among the free ones.

1.2.3.4 The ECS XE "Online" 
The ECS XE "Online"  is responsible for the control and monitoring of the detector and the data. It is based on PVSS XE "Control system" , a SCADA system.
See 1.3 The ECS XE "Online" .
1.2.4 Offline 

The Offline system consists of all the physics software used to analyze and reconstruct tracks based on the data stored during data taking. 

It uses farms of PCs for simulation, reconstruction and analysis.. Technologies based on Grid [12] such as DIRAC [13] allow data access to universities outside CERN using computing resources from all around the world.

To test and validate the algorithms, the Offline System organizes Data Challenges. During that time, events are produced using Monte Carlo representation for simulating the behavior of the detector. 

1.2.5 Operating the detector

An activity corresponds to a configuration of the detector. It will depend on the type of data being taken. Examples of types of data taking activities are physics (the normal situation), alignment (to determine the position of the detector with respect to the beam), calibration, cosmics, testbeam etc. One essential task is the alignment of a sub-detector with the beam. Alignment will determine the quality of measurement. It should be possible to control and configure a sub-detector independently of the others to allow a very precise alignment. A sub-detector will be configured differently if it is used for alignment or for physics. The number of parameters to load into devices depends on the type of running mode. Usually there are millions of parameters to load into the equipment.

The detector of a HEP XE "HEP"  experiment consists of several sub-detectors which have to perform a specific task (e.g. alignment mentioned above, determination of track parameters, etc.).

Sub-detectors are designed and built by several institutes. The equipment will be integrated and commissioned. Consequently it should be possible to test part of a detector. For these reasons, HEP XE "HEP"  experiments define the concept of partitioning. A partition is a set of sub-detectors which can run independently and concurrently. It is possible to define one or several partitions at the same time depending on the architecture of the experiment. 

A run corresponds to the period of physics data collection. The detector must be configured to allow a run. A run ends when the DAQ  XE "Online" stops taking data. However the detector is still powered on. The partition (i.e. which subsystem will take data) and the activity (how devices will be configured) must be specified.

When the detector becomes operational, i.e. starts to take data, operators will be on shift to make sure that everything is running according to plan. However failures or unforeseen behavior of the equipment are bound to happen. Automatic programs are not sufficient by themselves to ensure the control of the detector. Configuring, monitoring and control of the detector will be handled by the control system. The operators will inspect histograms produced by the software to check if the detector behaves as expected.

The operator can start and stop the detector. If an error occurs that they cannot fix, the operators can call an expert to solve the problem. It implies tools that allow a good visualization of the essential information and also provide all the information needed to operate the detector in case of problems. If an electronic board fails, all the devices which are affected by this failure must be known for subsequent analysis.

People on shift are trained to know the basic rules so that they can intervene when a simple problem occurs.

1.2.6 Equipment management

Usually HEP XE "HEP"  experiments run over years, around 10 years. Part of the equipment is exposed to radiation. They are more likely to break down. They will be replaced. Thus it is necessary to manage equipment, i.e. at any time the number of spares by types or the location of any devices should be known.

Also all the software parts should be maintained and sometimes should be updated according to the technology evolution.

The longevity of the experiment XE "HEP"  also poses a stringent constraint on the robustness of the software and the underlying tools, e.g. Oracle.

To permit the detector to run over years, inventory and history mechanisms are required.

How many spares of a given device type are left? Where is a given module located? How often does a given device fail? All these kinds of questions are very important to maintain the detector. 

1.3 The ECS XE "Online"  

1.3.1 Control system architecture

Figure 10 depicts the architecture of the ECS XE "Online" . It consists of different components:

· PVSS XE "Control system"  which is the SCADA system used to control and configure the LHCb XE "LHCb"  experiment XE "HEP" . (See 1.3.2.1 PVSS for more details). It is the central part which communicates with all the other components of the ECS XE "Online"  using LHCb frameworks;

· DIM XE "Control system"  (Distribution Management Interface) [14] which permits to send commands and receives services between PVSS and the modules (see 1.3.2.2)

· FSM XE "Control system"  (Finite State Machines) [15] which permits to model the behavior of the experiment XE "HEP"  using states and actions (see 1.3.2.3 for details);

· The CIC DB, an Oracle DB, which contain the information necessary to configure the experiment XE "HEP"  (see Chapter 3 for the software architecture);

· The Conditions DB (Cond. DB) [16], an Oracle DB, which contain snapshots of the time-dependent parameters used for physics computing such as physics parameters;

· The PVSS XE "Control system"  archiving DB, an Oracle DB which contains snapshots of some monitoring values used for subsequent Online XE "Online"  analyses.
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Figure 10. The ECS XE "Online"  software architecture.
The ECS XE "Online"  consists of a hierarchy of a control PCs where PVSS XE "Control system"  and LHCb XE "LHCb"  specific framework are installed. The characteristics of this hierarchy are described in section 1.3.2.3.

Each controls PC is responsible for a part of the equipment. 
At start up of data taking the controls PCs will then send requests to the CIC DB to determine what and how electronics modules should be configured. The CIC DB will provide the controls PCs with the necessary information. Then the controls PCs will configure the equipment they supervise. 

Data taking will start when all the equipment has been configured. To allow tracking reconstruction, some parameters (temperature, pressure for instance) must be measured and saved in the conditions DB if the values pass conditions filters.

From time to time interesting values for a subsequent online debugging can be archived in the PVSS XE "Control system"  database archive. Finally, at the end of a run, it is also possible to save configuration settings into the CIC DB.

1.3.2 Controls software

1.3.2.1 PVSS XE "Control system" 
To build a control system with PVSS XE "Control system"  we have to model the detector components in the hierarchy required by the ECS XE "Online" . The LHCb XE "LHCb"  experiment XE "HEP"  is composed of many devices. It can be modelled as a tree of PVSS “datapoints”.

Each device is associated to a data point (DP), an instance of a data point type (DPT). Data point types are similar to object oriented classes with their attributes. For instance, for the type (class) of devices “TELL1 XE "Electronics modules" ” there will be a corresponding DPT. VELO XE "Detector" _TELL1_22 and MUON_TELL1_12 (the instances) will have DPs of DPT TELL1. They will have the same structure but with different values. All the configurable and controllable electronics modules will be modelled using DPTs and their configurable parameters will be stored inside DPs. 
PVSS XE "Control system"  provides support for setting and reading values to/from hardware. Communication between the commercial hardware (High/Low voltage for instance) and PVSS takes place via the OPC protocol [17] provided by manufacturers such as CAEN [18], WIENER [19], etc. (not represented in Figure 10)

For home-grown equipment such as L0 electronics, TELL1 XE "Electronics modules"  boards, the communication is done via DIM XE "Control system"  (see Figure 10). Then a DIM server receives and sends information to the real hardware via SPECS [20] or CCPC [21], protocols developed by LHCb XE "LHCb" . SPECS tends to be used for equipment exposed to radiation, CCPC for TELL1 boards.

Panels and scripts are implemented to control and configure devices. Figure 11 shows an example of a PVSS XE "Control system"  panel which displays and permits to change important hardware parameters. 
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Figure 11. Example of a PVSS XE "Control system"  panel.

1.3.2.2 DIM XE "Control system" 
DIM XE "Control system"  is a communication system for distributed / mixed environments, developed at CERN. It provides a network transparent inter-process communication layer. At LHCb XE "LHCb" , it will be used to ensure communication between modules and PVSS. Thus configuration information will be transmitted to the modules via DIM. DIM servers need to be implemented to translate the information between PVSS and the hardware equipment. Then, CCPC or SPECS are used to transfer the information between the DIM server and the hardware equipment. In the case of the DAQ, the communication between switches, farm PCs are direct with the DIM servers.
1.3.2.3 FSM XE "Control system" 
The LHCb XE "LHCb"  experiment XE "HEP"  will be modelled as a tree as shown in Figure 12. The leaves of the tree correspond to the experimental equipment. The other nodes correspond to logical names used to model the detector. The parent supervises its children. 

A Finite State Machine (FSM XE "Control system" ) mechanism has been integrated with PVSS using SMI [22]. The control of the experiment XE "HEP"  using states, commands, transitions and actions is realised using this FSM.

Each node has 5 possible states {NOT_READY, READY, RUNNING, ERROR, UNKNOWN} as shown in Figure 13. The FSM XE "Control system"  framework provides panels to enable the user to define the different transitions using conditions such as if ALL the children are in state READY, go to state READY. Actions, which need to be triggered after or before a change of state or during a transition, can be implemented using scripts. 
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Figure 12. The LHCb XE "LHCb"  experiment XE "HEP"  modeled as a tree.
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Figure 13. States and transitions of the detector.
 Each subsystem has to design their own sub-tree following guidelines[23]. They have to define the transitions, i.e. which operations to perform to go from a state to another one. They also have to handle errors, for instance, what to do if one of the children is not in state READY.

1.3.2.4 Modeling the behavior and states of a device with FSM XE "Control system" 
The behavior and states of each module should be represented. When a configuration is applied to one or a set of devices, it should be possible for the shift operator to know the devices which should have been configured, the ones which have been properly configured and the ones which not. Also if a power supply XXX fails, the information “power supply XXX fails” should be propagated to the devices affected by this failure. And these latter should change their behavior and state and react.

So for each module type, a set of states and transitions associated with actions should be defined by the designer using the FSM XE "Control system"  guidelines and toolkit.
1.3.3 Use of the CIC DB and its autonomic tools

The CIC DB has been implemented using Oracle. It will contain information to permit the configuration of the experiment XE "HEP" . It covers three types of data:

· Configuration XE "Configuration"  information which corresponds to register values of devices, FPGA code to download, etc. A configuration is identified by a list of devices and a collection of (parameter, value)-pairs per device of the list.

· Connectivity information consists of representing links between devices. It is used to configure the DAQ  XE "Online" network (routing tables for instance) to handle partitioning for the TFC, in some algorithms to compute parameter values, and to check that the data path is properly set.

· Inventory and history information to manage and trace the equipment. 

Associated with the database, we have developed a set of autonomic tools which automates the creation and updates of routing tables and destination tables. They also permit a non-DB expert to safely manipulate the data by reducing the human intervention and by implementing check functions. 

1.3.4 Configuring the detector 

At start up, all the subsystems will have the state NOT_READY as shown Figure 14. 
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Figure 14. Very simplified LHCb XE "LHCb"  RUN CONTROL PVSS XE "Control system"  panel.
1. The shift operator has to define a partition. Referring to Figure 14, it is done by clicking on the lock of the subsystems and click on “Take”. In Figure 14, the partition consists of the whole detector so “Take” has been clicked at the level of the RUN CONTROL SYSTEM (the top node).

2. Then the user selects a running mode and clicks on “Configure” as shown in Figure 15. As the state is NOT_READY, the only action is Configure referring to Figure 13. The selected configuration is “PHYSICS”.
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Figure 15. Very Simplified view of the "Configure" command.

The action (or command) “Configure” covers all the operations to configure the equipment using the CIC DB. 

This command is forwarded along the tree from the top node to the leaves. All the subsystems will load their settings related to “PHYSICS” from the CIC DB in PVSS XE "Control system"  and applied to the hardware using drivers. PVSS will send command to the hardware to check whether they are properly configured.

3. The children properly configured go to READY. If all the children are READY, the parent goes to READY. The state goes up to the top node by propagation of the state information along the tree. Figure 16 shows the case where everything has been configured properly into PHYSICS mode.
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Figure 16. Very Simplified view of "Start the run".
1.4 Conclusion

In this chapter, we have presented the overview of the LHCb XE "LHCb"  experiment XE "HEP" . The detector is composed of different subdetectors with different tasks. They are composed of different types of modules. The Online XE "Online"  system with its main components (TRIGGER, TFC, DAQ and ECS) is responsible for respectively selecting the most interesting events, synchronizing the equipment, forwarding the events’ data from the detector to the permanent storage and to operate the detector. 

The ECS XE "Online"  architecture is based on PVSS XE "Control system"  and uses FSM toolkit to model the behavior of the experiment XE "HEP"  via states and actions. One of the essential steps of operating the detector is the configuration. The next chapter describes the configuration issues of the LHCb XE "LHCb"  experiment.
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� The particle beams are formed in “bunches” of a few centimeters in length and the size of a hair in cross section. So a bunch crossing corresponds to the collisions between two beams of particles.
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