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Chapter 2 Configuring the LHCb experiment
This chapter tries to give an outline of the task “configuring the LHCbdetector”. Each subsystem has different needs in terms of configuration as they use different module types. However, the ECS needs to make sure that the different subsystems are connected and properly configured. It should also make a decision if any problems occur while configuring.

The introduction of autonomic tools is very convenient as it reduces human intervention. An autonomic tool is a self-intelligent agent or application which makes the update automatically. The current leader is IBM with BluePrint [1]. In this chapter, we also try to explain to what extent autonomic tools are used.
2.1 Configuring the electronics

A HEP experiment as seen in Chapter 1 consists of between hundreds of thousands and millions of electronics modules of different types. All of them need to be properly configured. 
2.1.1 New and different types of electronics

Experiments at LHC have integrated new types of devices and technologies in their experiment design. For instance, to interface the electronics to the control system SPECS (Serial Protocol for the Experiment Control System) and credit-card PCs are used. SPECS are essentially used for modules in radioactive area. SPECS is a protocol based on a 10Mbit/s serial link defined to be suited for the general configuration of remote electronics elements. It is a single master multi-slave bus. Credit-card PCs are embedded PCs used to provide the necessary local intelligence on an electronics board. They are connected to the central ECS via a conventional Ethernet and allow accessing the various components of the board.
Thus types of parameters such as SPECS addresses, FPGA codes, and registers of different sizes need to be set.

The type and the design of the detector technology and the electronics depend on the sub-detector. 
For instance, the RICH detector uses HPDs (Hybrid-Photon Detector) [2] as shown in Figure 1. These devices need to be powered according to certain voltage and current settings.
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Figure 1. Six HPD devices in the RICH sub-detector.
The VELO uses R- and Φ-sensors (called hybrid) [3] which have 16 beetles (chips) to configure as shown in Figure 2. 
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Figure 2. A VELO R-sensor with the 16 beetles chips.

2.1.2 A very large number of items to configure

The number of parameters to configure (and consequently the amount of data) depends on the type of devices. 

For example, for the RICH1 and RICH2, the amount of data to configure for the L0 electronics is given by the Table 1:

	Electronics type
	Number in RICH1
	Number in RICH2
	Amount of config data by electronics type (bytes)
	Total RICH1

(Kbytes)
	Total RICH2

(Kbytes)

	HPD
	196
	252
	5125
	1004.50
	1291.50

	L0 board
	98
	126
	  37.50
	      3.67
	     4.72

	
	1008.17
	1296.22


Table 1. Amount of data to configure for the RICH system.
The IT and TT trackers for instance have less configuration data for the L0 electronics module as shown in Table 2.

	Electronics type
	Number in IT
	Number in TT
	Amount of config data by electronics type (bytes)
	Total IT

(Kbytes)
	Total TT

(Kbytes)

	Beetle
	1120
	1108
	20
	22.400
	22.160

	GOL
	1120
	1108
	  1
	  1.120
	  1.100

	Control cards
	   24
	    24
	11
	  0.264
	  0.264

	
	23.784
	23.524


Table 2. Amount of data to configure for the IT and TT systems.
The type of parameters depends on the device type as it is shown in the Table 3.

	Board name
	Number of boards
	component name
	Parameters to configure
	Number of components / board

	Hybrid
	84
	Delay chip
	-  6*8-bit registers
	1

	Hybrid
	84
	Beetle
	- 20*8-bit registers

- 1*16 byte register
	16

	Control Board
	14
	TTCrx
	- 3*8-bit registers
	1

	Control Board
	14
	SPECS Slave
	- 3*8-bit registers

- 4*32-bit registers
	1

	Temperature Board
	5
	Chip
	- 1*64 bit register

- 1*8-bit register
	1

	Repeater board
	84
	LV regulator
	- 1*8-bit register
	1

	Tell 1 board
	88
	Channel
	- Pedestal 1*10-bit

- Threshold 2*8-bit

- FIR 3*10-bit

- Gain 1*14-bit
	2048

	Tell 1 board
	88
	FPGA code
	- firmware
	4

	High Voltage power supplies
	84
	Commercial
	predefined
	

	Low Voltage power supplies
	84
	Commercial
	predefined
	


Table 3. Amount of data to configure for the VELO system.
So the number of items and the quantity of items which need to be configured depends on the subsystem. It will have an impact on the execution time to load a configuration for the whole experiment. As a reminder, the whole experiment should be configured in less than a few minutes. 
The design of the subsystem in PVSS in terms of datapoint type structures will be affected. Shall all the details (registers for instance) be declared as datapoint elements? It is one of key point in modeling the control system of a subsystem in PVSS. The only way to solve the problem is to make some tests to compare the different representations
2.1.3 Using the connectivity to configure devices
In some subsystems, configuring the modules depends on the connectivity. For instance, in the HCAL subsystem, they need to configure PMTs [4], INT (Integrators) [4], LED [4], DAC [4] and FE [4] boards are configurable devices. A PMT transforms the light from the photons into electronic signals (photoelectrons). The LED emits light to the channel. It will help in calibrating the calorimeters and simulates the detector response. It is also used to control the linearity of the readout chains. The other three boards (DAC, INT and FE) are used to process the signals.
Figure 3 shows a simplified view of the HCAL connectivity. Each channel is connected to a PhotoMultiplier Tube (PMT) and two LEDs. A PMT is connected to a FE, an Integrator and a DAC board.  The DAC boards fuel the PMT via HV. The INT boards measure the current from the PMT. It is for calibrations purposes.

A LED is connected to a FE board and to a DAC (Digital Analog Converter) board. A DAC board can be connected at most to 200 PMTs and at most to 16 LEDs. FE and DAC boards process the electronics signal. A FE board can be at most connected to 32 PMTs. 
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Figure 3. Simplified view of the HCAL connectivity.

To configuring the devices, the following information is required:
1. Info 1: The configuration and monitoring of the high voltage and the current of the DAC, INT and FE modules will be done via SPECS. They need to know the different SPECS addresses to communicate with the SPEC master which is located on a control PC. So given a channel name, the respective SPECS address for the DAC, INT and FE associated with it should be returned. 
2.  Info 2: The gain must be monitored. It is computed as follows G=G0HVα. Typically G0 and α will be properties of each PMT. A measurement will allow getting the value of the gain. If it is dropping, the HV needs to be adjusted. The calculation of the new HV needs to know what PMT it is connected to a given channel name as they know which channels are associated to a given DAC board. Then during a run the gain can be recomputed according to HV’=HV (G’/G)1/α .
3. Info 3 : Each channel will be illuminated by two LEDs. For calibrations purposes, they will ask which LED(s) illuminate the given channel name. Besides each link between a channel and a LED is associated with a quantity of light which is used for computations.
So configuring a module can also depend on its connectivity. It requires then a coherent and structured way to access the different types of information stored in the CIC DB.
2.2 Configuring network equipment 

Another new type of equipment which is used in HEP experiments is network devices such as switches, routers, DHCP and DNS servers. Their configuration does not depend on the running mode.
2.2.1 The DAQ network (reminder)

The DAQ network has been described in Chapter 1.  It is a Gigabit network based on IP. It consists of switches/routers and diskless farm nodes (PCs). There are two separate networks:

· The data network is used to route data traffic from the detector in the form of MEP packets from the TELL1 boards to the farm node and to send the most interesting events to permanent storage. 
· The controls network is used to send controls commands such as start and stop devices, configure electronics, switches, routers and farm nodes (IP addresses, booting images for the farm nodes and the TELL1 boards, HLT algorithm for the farm nodes).
2.2.2 Network definitions

To understand better the needs of the DAQ in terms of configuration, some network concepts and definitions are introduced in the following sections.

2.2.2.1 IP packet and Ethernet frame
The Ethernet protocol [5] acts at the level 2 (Data Link) of the OSI (Open System Interconnected) Model [6], the IP protocol [7] at level 3 (Network). 
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Figure 4. An IP packet encapsulated in an Ethernet frame.
An IP packet (see Figure 4) encapsulated in an Ethernet frame contains 4 different addresses, 2 for the sources (IP and MAC) and 2 for the destinations (IP and MAC). The destination addresses will allow identification whereas source addresses will allow reply. This means a communication can be established between the source and the destination. An IP address is coded with 4 bytes whereas a MAC address is coded with 6 bytes. 

MAC addresses are uniquely hard coded and they are uniquely associated with a Network Interface Card (NIC). IP addresses are attributed using software. The size of Ethernet data is limited to 1500 bytes. Thus an IP packet may have to be split and sent in several Ethernet frames.

Broadcast addresses for Ethernet (resp. IP) are FF:FF:FF:FF:FF:FF (resp. 255.255.255.255)
In a network, equipment is identified both by IP and MAC addresses.

2.2.2.2 Hosts
Hosts are network equipment which can process data. TELL1 boards, PCs, which are respectively the sources and the destinations in the DAQ, are hosts as they build IP messages. Switches, routers are not hosts as they transfer the data. They do not build IP messages to send information.
2.2.2.3 Address Resolution Protocol (ARP) 
ARP [8] is used to retrieve the MAC address of a given IP address. Referring to Figure 5, station A wants to send an IP message to station B. A knows the IP address of B but not its MAC address. It will broadcast an ARP request
 for the IP address 194.15.6.14 to all the stations. Only B will respond by sending its MAC address. So A can send message to B.

[image: image5.png]B
194.15.6.14

A
194.15.6.13

B

®





Figure 5.Illustration of the ARP protocol. The schema 1 shows station A which sends an ARP request to all the stations to get the MAC address corresponding to the IP address “194.15.6.14”. The schema 2 shows that the station B answers to the station B because the ARP request was for him. It has the IP address “194.15.6.14”. Shading means that the element is not active.
2.2.2.4 Subnet and IP Subnet 

A subnet is a part of a network which shares a common address prefix. Dividing a network into subnets is useful for both security and performance reasons.

An IP subnet is an ensemble of devices that have the same IP address prefix. For example, all devices with an IP address that starts with 160.187.156 are part of the same IP subnet. This prefix is called the subnet mask.

2.2.2.5 Network Gateway device

A network gateway allows communication between two subnets (IP, Ethernet, etc.). A network gateway can be implemented completely in software, completely in hardware, or as a combination of the two. Depending on their implementation, network gateways can operate at any level of the OSI model from application protocols (layer 7) to Physical (layer 1). 

In the case of an IP network, the gateway is usually a router. Its IP address is known by all the stations (PCs) of a same subnet. 

2.2.2.6 IP routing (over Ethernet)

Routing is used when a station wants to send an IP message to a station which is not on the same subnet.
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Figure 6. An example of IP routing.

Station A wants to send an IP message to station B. First A looks at the IP address of B. Referring to Figure 6, A is part of subnet 123.123.121 and B is part of subnet 123.123.191. Stations A and B are not in the same subnet. So A will send an IP packet to the gateway (Switch 1). A needs the MAC address of the gateway to build the Ethernet frame. A will look for the MAC address associated with 123.123.121.1 (IP address of the gateway) in its ARP cache. If it is not found, A does an ARP request for the MAC address of the gateway. 

Then A sends the IP message to switch1. Switch1 examines the packet, and look for the destination address (123.123.191.15) in its routing table (see next definition). If it finds an exact match, it forwards the packet to an address associated with that entry in the table. If the router does not find a match, it runs through the table again, this time looking for a match on just the subnet part (in the example 123.123.191) of the address. Again, if a match is found, the packet is sent to the address associated with that entry. If not, it uses the default route if it exists. Otherwise it sends a “host unreachable” to the source. 

In the example, Switch 1 will forward the message to Switch 3 via its Port 3. However, it needs to know the MAC address associated with the IP address of the next hop equals to 123.123.191.76 (found using its routing table) to build the Ethernet frame. It will look for it in its ARP cache. If there is no matching entry, it sends an ARP request.

Then Switch 1 forwards the message to Switch 3. It examines the destination address in the same way as Switch 1. Finally, the message arrives to B.

It is important to notice that the IP destination address of the message does not change during routing, unlike the destination MAC address. It is changed by the routers because it is the MAC address of the next hop.

2.2.2.7 IP routing table

An IP routing table is a table located in a router or any equipment which does routing. It is composed of several entries such as (we quote the most important ones):

· IP address of a destination (if it is equal to 0.0.0.0, it is the default route)

· Port number (of the router to forward the packet to)

· IP address of the next hop (if it corresponds to the destination address, it is equal to 0.0.0.0)

· Subnet mask of the next hop.

Figure 7 shows an extract of the IP routing table of switch 1.
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Figure 7. An excerpt of the IP routing table of switch 1 (only the most important entries).

An IP routing must be consistent, i.e., the route to a destination must be uniquely defined if it exists in the routing table. So a destination address must appear only once in the routing table.

An IP routing table can be static, i.e. programmed and maintained by a user (network administrator usually). 

Dynamic routing is more complicated and implies many broadcast packets. A router builds up its table using routing protocols such as RIP (Routing Information Protocol) [9], Open Shortest Path First (OSPF) [10]. Routes are updated periodically in response to traffic conditions and availability of a route. 
2.2.2.8 Dynamic Host Configuration Protocol (DHCP) 
This protocol allows a host which connects to the network to dynamically obtain its network configuration.

The DHCP server [11]will attribute an IP address, an IP name, a boot image location (set of files which will allow the host to get its configuration) to the newly connected host.
When a host starts up, it has no network configuration. It will send a DHCPDISCOVER message (special broadcast with IP destination equals to 255.255.255.255) to know where the DHCP servers are located. The DHCP server will respond by a DHCPOFFER (also a broadcast message as the host may not have an IP address) which suggests an IP address to the host (DHCP client). The host sends a DHCPREQUEST to accept the IP address. The DHCP server sends a DHCPACK to acknowledge the attribution. 

The DHCP server can dynamically attribute an IP address or statically or both. It is fixed by the network administrator. If the address is attributed dynamically, it will be valid for a certain period. Moreover in the case of a dynamic attribution, it can take time or even fail (if all IP addresses are taken).

In case of a static attribution, the DHCP server has a dhcp config file defined by the network administrator which looks like Figure 8. 

[image: image8.jpg]#
# sample dhcpd.conf file
# Check with your network

# admin for local settings

#

# main Class B network

subnet 127.238.0.0

# subnet mask (Class B)

netmask 255.255.0.0 { not authoritative;

group {

# gateway address

option routers 127.238.1.1;

# the boot image

filename "vmlinuz-2.4.26-ccpc08.nbin
# the tftp-server IP address
server-name "127.238.142.63";address
# the nfs-server IP address
next-server "127.238.142.63";
option root-path

"127.238.142.63: /usr/local/defaultroot";
# here now the entries for the Hosts
host pclbecoz {

hardware ethernet "01:02:03:04:05:05";
fixed-address 127.238.142.77;

)
}





Figure 8. Example of DHCP config file.

When a host sends a DHCPDISCOVER message, the DHCP server will look for the entry associated with the MAC address of the host in the dhcp config file which will contain all the information namely (referring to Figure 8):

· IP address which corresponds to the fixed-address information (which is static, always valid)

· IP name of the host which corresponds to host pclbcc02

· IP address of the gateway which corresponds to option routers
· IP address of the tftp-server given by server-name ( from where to load the boot image)

· IP address of the NFS [11] server (to be used as a local disk) which is given by next-server 
· The boot image name which is given by filename
At the beginning of the dhcp config file, some generic options are fixed. Options by IP subnets are inserted afterwards. Then groups are defined. A group is a set of hosts which have the same filename and server-name. 

2.2.2.9 Domain Name System 
A PC connected to Internet has at least one IP address and is part of a domain (for instance a CERN PC is part of the domain “cern.ch”). Working with IP addresses is not always very convenient. Associated with an IP address, a PC has also a host (or IP) name and aliases (optional). 
A DNS server [11] is responsible of one specific domain. It performs the two following tasks:
· Given a host name, retrieve the IP address;
· Given an IP address, retrieve the host name and aliases if any (it is called reverse resolution). A DNS can distinguish between a host name and aliases as the host name is declared as the main one.  

The DNS system helps in finding to which server a given URL points. It is organized as a hierarchy of PCs. For instance, a user wants to view the content of the URL www.wanadoo.fr. The PC sends a DNS query to search for www.wanadoo.fr. This query goes to the ISP (Internet Service Provider) DNS server (at home) or in the context of LHCb or other companies, the DNS server. If it knows the IP address (because it is already in the cache), it sends back the IP address. Otherwise it forwards it to the root DNS server. The root DNS server finds the URL is part of “.fr”, it returns the IP addresses of the DNS servers (they are called the top level) responsible for the “.fr” domain, to the DNS server (the first one). Then it sends a request to one of the given DNS server responsible for “.fr”, which sends back the IP address of the “wanadoo.fr” domain. As this URL was new, the first DNS adds it into its cache so next time, it will be able to send back the IP address of www.wanadoo.fr” immediately. In this example, we have stopped here because the IP address has been found. However if there are more sub-domains, we reiterate the previous process. If the IP address could not be found, we get an error, such as “Page could not be found”. This mechanism is illustrated by Figure 9. 
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Figure 9. Principles of the DNS mechanism.
In the LHCb, there will be one disconnected domain (ecs.lhcb) and one authoritative DNS server with two other DNS servers, one which will be responsible for the DAQ equipment on the surface and another which will be responsible for the DAQ equipment in the cavern (underground).
Configuring a DNS server consists of providing two types of files.

· The forwarding file gives the IP address of a given host name. An example of file is shown below:

$TTL    86400
# name of the domain “.” is important             name of the DNS server
ecs.lhcb.       IN      SOA     dns01.ecs.lhcb.    root.localhost. (
#some generic options
                                        200607130 ; serial

                                               3h ; refresh

                                             3600 ; retry

                                               4w ; expire

                                             3600 ; ttl

                                        )

# the given domain is supervised by this dns server if there are several we # add the same line with the other names of dns 
ecs.lhcb.
IN
NS
dns01.ecs.lhcb.

#name of the host without the “.” and the corresponding IP address 

dns01

IN
A
10.128.1.1
sw-sx-01
IN
A
10.128.1.254

sw-ux-01
IN
A
10.130.1.254

# time01 is an alias to dns01 (main name)
time01

IN
CNAME
dns01

slcmirror01
IN
A
10.128.1.100

ag01

IN
A
10.128.2.1

time02

IN
CNAME
ag01

srv01

IN
A
10.128.1.2

pc01

IN
A
10.130.1.10

pc01-ipmi
IN
A
10.131.1.10

pc02

IN
A
10.130.1.11

pc02-ipmi
IN
A
10.131.1.11

dns01-ipmi
IN
A
10.129.1.1

slcmirror01-ipmi
IN      A       10.129.1.100

ag01-ipmi
IN      A       10.129.2.1

There following naming convention applies: the host name must be written without the domain name as it is appended automatically.
So if a machine has the following host name pclbtest45.ecs.lhcb, it has to be written as pclbtest45 and it should be followed by IN (internet) and then by A for Address if it is an IP address. For aliases, we give the alias name followed by IN then CNAME (canonical name) and finally the host name.

· The second type of file is the reverse resolver. It looks like as follows:
$TTL    86400
# IP address of the zone                name of the dns responsible
128.10.in-addr.arpa.    IN      SOA     dns01.ecs.lhcb.    root.localhost. (

                                        200607130 ; serial

                                               3h ; refresh

                                             3600 ; retry

                                               4w ; expire

                                             3600 ; ttl

                                        )

128.10.in-addr.arpa.
IN
NS
dns01.ecs.lhcb.

# part of the IP address


full host name

254.1


IN
PTR
sw-sx-01.ecs.lhcb.

1.1


IN
PTR
dns01.ecs.lhcb.

2.1


IN
PTR
srv01.ecs.lhcb.

100.1                   IN      PTR 
slcmirror01.ecs.lhcb.

1.2


IN
PTR
ag01.ecs.lhcb.

In this type of file, the IP address is not written fully. In fact, an IP address is read from right to left and we delete the two last numbers. For instance, a PC has the following IP address, 123.45.67.89, the DNS reads it as 89.67.45.123. The IP address which specifies the zone is 123.45, so it becomes 45.123 when it is reverted. We take them off from 89.67.45.123, it remains 89.67. There should not be a dot at the end so that the IP address of the zone is automatically appended.
For the host name, the full name should be given and the dot should be added so that nothing will be appended to it.
In the LHCb network, it is foreseen to have one file per subnet and we have 4 subnets (two for the surface and two for the underground). They need to have an autonomic tool which automatically generates these files because it is tedious to write them manually (there are a lot of entries).
2.2.3 Network configuration

The network equipment in the DAQ network (routers, switches etc.) requires a specific configuration which is related to the connectivity. 

Routing tables of switches will be configured statically for two reasons.

· Data paths should be deterministic, i.e. the routing path taken by a packet from a given TELL1 board to an EFF node should be known.

· It will avoid overloading the network with lots of broadcastings. As we have seen before, dynamic routing consists of many broadcast messages.  

The ARP cache for the TELL1s, the EFF PCs and switches will be filled to reduce the number of broadcast messages.

Routing tables and ARP caches will be built using the information stored in the CIC DB.

The DAQ network structure will be similar to Figure 6. Station A will be a TELL1 board. There will be around 343 TELL1 boards connected to the core switch (Switch 1 in Figure 6). Switch 2 and Switch 3 will be distribution switches. Stations B and C will be Trigger Farm PCs. Each Sub-Farm will constitute an IP subnet. 

In the DAQ system, IP attribution will be static to avoid any problems or time wasted at start up. The dhcp config file and DNS files will be generated using the information stored in the CIC DB.

Besides the network configuration, each port of a switch will have some configurable parameters such as speed, status, port type, etc. PCs will have some parameters such as the promiscuous mode, that is, Ethernet frames normally go to the above network layers only if they are addressed to that network interface. If a PC is put in the promiscuous mode, the Ethernet network interface (of the PC) will send all the frames (frames addressed to any host in the network), regardless of their destination address to the above network layers. It can be used to check that the network is properly configured. 

All this information will also be stored in the CIC DB. 

For the DAQ, autonomic tools will be used to generate and update routing and destination tables. They will also be used to generate the DHCP config file and the DNS files.  They are very convenient as there are a lot of PCs, switches and TELL1 boards which will get an IP address. Moreover an error in a routing table or in the DHCP config file or in the DNS system can mess up the network. Thus having automated tools which can fulfil this kind of task is very useful.
2.3 Configuring partitions for the TFC

Another concept which involves connectivity is partitioning from the TFC system point of view. A partition is the ensemble of modules of subsystems (or part of a subsystem) which will take data. 
2.3.1 Impact on the TFC system
At the beginning of a new activity or run, the shift operator defines a partition, i.e. selection of the parts of the detector which should participate in the run.

In order to support a fully partitionable system, the TFC mastership has been centralized in one module: the Readout Supervisor. The architecture contains a pool of Readout Supervisors, one of which is used for global data acquisition. For separate local runs of sub-systems a programmable patch panel, the TFC Switch, allows associating sub-systems to different optional Readout Supervisors. They may thus be configured to sustain completely different timing, triggering, and control. The TFC Switch distributes in parallel the information from the Readout Supervisors to the Front-End electronics of the different sub-systems.
2.3.2 Programming the TFC switch
The TFC Switch incorporates a 16x16 switch fabric. Each output drives one sub-detector such as RICH1, RICH2, VELO, etc, and each input is connected to a separate Readout Supervisor. In other words, it means that all the TELL1 boards which are part of a same sub-detector will be driven by the same output of the TFC Switch. This switch is programmed according to the selected partition.
Let us consider the following example. The shift operator chooses VELO, RICH1 and RICH2 as a partition. 
Programming the TFC Switch consists of two steps:

· Find the output ports which are connected to the subsystems part of the partition (VELO, RICH1 and RICH2 in the example).

· Find the input port which is connected to the selected Readout Supervisor (usually the first free Readout Supervisor is chosen). 

Figure 10 illustrates the concept. The Readout Supervisor 1 has been selected to control the partition {VELO, RICH1, RICH2}. Red components mean that they are used for the data taking. 
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Figure 10. Handling the partition in the TFC system (first step).

Then using this information, the TFC switch is programmed as shown in Figure 11 (links in green).
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Figure 11. The TFC internal connectivity (second step).

Last of all the Readout Supervisor is configured according to the specific activity. 

2.3.3 Subsystems from the FSM view
In Chapter 1, we have explained that from the controls point of view, the LHCb experiment will be modelled as a hierarchy and its behaviour and its states will be implemented using a FSM. Subsystems can be selected by clicking on them from a PVSS panel. Another panel will show up and displaying the decomposition of this subsystem. For instance, clicking on VELO will pop up another panel showing that the VELO is split into two parts, VELO_A and VELO_C. This principle is iterative, i.e., by clicking on VELO_C, its different parts appear. It stops when displaying the electronics modules. 
2.3.4 Subsystems from the TFC view
Using the FSM view, nothing could prevent the shift operator from defining a partition with half of the devices of VELO_A and another partition with other half of devices of VELO_A.

Although theoretically possible, this cannot work. The granularity of the parallel partitions is fixed by the TFC system, especially by the number of outputs of the TFC switch. In section 2.3.2 Programming the TFC switch, we have seen that the readout supervisor is responsible for one partition. And via an output port of the TFC switch, it sends the signal to a set of electronics module part of a certain ensemble of a subsystem. This “certain ensemble” is the limit of parallel partitioning. In other words, this “certain ensemble” cannot be split into several parts to form different partitions. For instance, referring to Table 4, two parallel partitions can be defined out of the VELO, one consisting of the electronics module of the VELO_A and another one consisting of the electronics module of VELO_C. But it is not possible for instance to have one partition with electronics modules of half of the RICH1 and another partition with electronics modules of the other half of the RICH1 as they are driven by the same TFC output port.
	Subsystem name (as displayed to the user in the FSM top view)
	Subsystem name in the TFC (defines an upper limit on the number of simultaneous partitions)

	VELO
	VELO_A and VELO_C 

	L0TRIGGER
	PUS, L0CALO, L0MUON, L0DU

	RICH
	RICH1 and RICH2

	ST
	IT and TT

	OT
	OT

	ECAL
	ECAL

	HCAL
	HCAL

	PR/SPD
	PR/SPD

	MUON
	MUON_A and MUON_B


Table 4. Subsystem names and their decomposition.

2.4 Equipment management
The LHCb detector will be used to take data over years. Equipment will be swapped, replaced, etc. 

To allow the detector to run in the best conditions, inventory of the equipment and tracing back each replaceable device is essential. Also it should be possible to reproduce the configuration that a detector had at a given time provided that it is still the same experiment (of course).

The time reference for the device history is when a device arrives at LHCb. 

2.4.1 Device status

Each device (included replaceable device components such as a chip) has a status and a location which can evolve with the time. For instance a device can be a spare, in use. Also it can be in repair or even destroyed. In some cases, it can be taken out for test purposes. The full list of statuses will be explained in detail in the next chapter.

2.4. 2 Allowed transitions

As any problems bound to states or status, transitions between a status from one to another must be clearly specified. It is quite intuitive that if a device is destroyed, it cannot be used any longer. So it cannot go to another status. Another case is when a device fails; it cannot be replaced with a device which is being repaired. That is why it is very important to define the transitions associated with the actions which must be performed to ensure data consistency. And the use of autonomic tools is very helpful in equipment management as it is easy to make mistakes.

2.4. 3 Inventory

Inventory consists of:

· Sorting devices per status at a given time. It means at time T, one should be able to know where the device is and what status it has.

· Updating the status of the device and making the necessary changes associated to the status change. It is important to keep consistency in the database. For example, if a device breaks, it will be replaced by a spare. So the status of the broken device changes and goes to something like “being repaired”. And the spare which replaces it, is no longer a spare and goes to something like “is being used”. Also it is important to update the statuses of the components of a device in a consistent way. If a device breaks and needs to be repaired, its status is IN_REPAIR. Its components will also be IN_REPAIR.

2.5 Fault detection and verification of the correctness
The commissioning phase is an important step during the installation of the detector. During this phase, all the electronics modules are tested and certified to work properly when they are integrated with each other. 
2.5.1 Verifying the configuration of the modules
It is important to check that devices are configured properly. To achieve this, the following policy has been applied at LHCb. The different steps have been presented in Figure 12. There is an automatic read-back mechanism of the values written in the hardware using DIM. If the device is properly, it goes to state READY, if not it goes to state ERROR. Then the FSM will try to recover the system. In the future, when the LHCb detector is fully operational, some automatic recovery actions will be taken based on the type of errors. The set of tools that come along with the CIC DB allows building an autonomic control system. For instance, the FSM can get the history of a faulty module to check if this kind of failure already occurs and consequently react properly.
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Figure 12. Checking that the device is properly configured.
2.5.2 Tests of links
2.5.2.1 Issues
LHCb is a big collaboration of several European institutes. Each member contributes in building and implementing part of the LHCb equipment. Integration and installation of all the pieces will begin at CERN. All the different electronics will be connected together. During this phase, connectivity needs to be tested. Typically it means that the electronics people want to know:

· Referring to Figure 3, the HCAL_PMT_12 should send signal to the HCAL_DAC_02. Get all the electronics devices between HCAL_PMT_12 and HCAL_DAC_02 to determine which one(s) can be faulty. 

· A board A should receive data from a board of type VELO_TELL1. Get all the paths (in details) between board A and boards which are of type VELO_TELL1.

· Referring to Figure 13, the electronics people want to know to which FPGA(s), GOL1 (Gigabit Optical Link, it’s an optical driver) sends data. [image: image13.jpg]GOL 1 1
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Figure 13. Example of internal connectivity.

2.5.2.2 Macroscopic and microscopic connectivity
From the previous examples, there are two levels of connectivity:

· Macroscopic connectivity which describes the physical links (wires) between devices.

· Microscopic connectivity which describes the connectivity of a board itself, i.e. between board components. For instance, referring to Figure 14, the repeater board should be described. It is composed of 4 driver cards, a LV mezzanine and an ECS mezzanine. The driver card 1 is connected to j4 of the repeater board on its input and j20 on its output, etc. 
In principle, each subsystem will save its own connectivity at the macroscopic level. In total there will be roughly one million macroscopic links.

Connectivity of a board, i.e. microscopic connectivity will be saved if necessary, depending on the level of the test. 
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Figure 14. An slice of the VELO connectivity, from an hybrid module to the TELL1 board. On the right, there is the internal dataflow of the repeater board.
2.5.2.3 Internal connectivity of a board
The internal connectivity of board consists of describing the output ports which can receive data from a given input port of a device due to an architecture constraint (it is fixed). In most cases, in LHCb, there is no need to store the internal connectivity of a device if this latter does not contain a microscopic component. For instance, the internal connectivity of the TFC switch or a DAQ router is set dynamically using destination or routing tables. In principles any input can send data to any output ports. However, there are some special devices which have a special connectivity. 
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Figure 15. The internal connectivity of the feedthrough flange.

Figure 15 shows the internal connectivity of the VELO feedthrough flange. It is also shown in Figure 14. A signal coming at the input 1 of the feedthrough flange can only go out from the output 1.

So the combinations (input, output) of this device are not all valid. There is a need in that case to store the internal connectivity so that we do not get paths between the Long kapton A and the input port 4 of the repeater board.

2.6 Performance measurements
The following performance measurements were carried out using benchmarks (we focus on the configuration software):
· The maximum number of electronics that a controls PC can configure;

· The best architecture in terms of building the hierarchy of controls PCs;
· The best representation of a type of information in the CIC DB in terms of execution time (for requests);
· The fastest function implementation in the CIC_DB_lib;

· The upper limit of concurrent users to the CIC DB without affecting the performance.
2.7 Conclusions
In this chapter, we have described the different steps needed to configure a detector. It is a quite complex procedure as there are a lot of electronics modules of different types to be represented. Also connectivity and configuration parameters have to be related to configure devices such as for the Calorimeters. 
Since the modules are built from different places, there is also a need to verify and test the integration of all the modules. The detector has a long lifetime and its equipment should be maintained. It requires an inventory and storing the history of devices. 
All the information related to configuration, connectivity and history/inventory of devices will be modelled in the LHCb CIC DB, considered as a central repository of information about the detector.
The LHCb experiment is a complex system to configure and to manage. Errors or users mistakes can be easily made. A policy of implementation has been applied to verify that a device is properly configured based on an automatic read-back hardware values mechanism. Moreover, a user can forget to update the connectivity of a device if this latter fails or if a link breaks in the DAQ network, one has to manually change the routing tables of switches. Beside as there are thousands of links and hundreds of switches, it implies a lot for work to update all this information. Performing all these operations manually is tedious and bound to errors. Thus the tools developed must be as much autonomic as possible. Of course, a human intervention may be required in some cases but if we can avoid it, all the better. This is the guideline which has been adopted by the LHCb Computing group. Consequently the tools which have been implemented try to follow the autonomic rules.
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